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Design of a Predictive Model to Evaluate
Academic Risk Using Data Mining

Shirley Alarcén-Loza® @, Diana Calderén-Onofre @, Karen Mite-Baidal ®,
and Mishel Macias-Plias

Instituto Superior Tecnolégico ARGOS, Daule, Ecuador
galarcon@tecnologicoargos.edu.ec

Abstract. The impact of academic risk in college can be anticipated, through data
analysis, to minimize its impact on the educational community. This article seeks
to establish a predictive model that evaluates the academic risk of students of the
online modality of a technological institute, from the perspective of performance,
for its timely detection and early actions. The database included the registration
of demographic data and grades of various subjects taken in the year 2021, of a
sample of 1023 students for the 2020 academic period. For this research, the factors
Attendance and General Average were considered, to evaluate the performance
that affects academic risk. The Cross Industry Standard Process for Data Mining
methodology and the software Waikato Environment for Knowledge Analysis
were used for evaluation algorithms and search methods to determine suitable
predictive attributes for each factor, with attendance records and general averages
being the most significant. The results showed that, for the Attendance variable,
the best classification algorithm was Random Tree, whose precision value was
99.70% and for the area, under the curve (ROC Area) it was 0.992. Regarding the
general average variable, the best classification algorithm was J48, with values of
98.50% and 0.937, respectively. It is suggested to develop research related to data
mining that promotes improving the academic quality and services in the study
modality.

Keywords: Data mining - Predictive model - Classification algorithm - Higher
education - Academic risk

1 Introduction

Technology has brought with it a large number of significant changes that result in
the generation of large volumes of data, which are stored without treatment and then
lost without having applied actions. The current trend is to convert data into useful
information that facilitates timely and effective decision-making for the common good
of societies.

In this context, data mining emerges as an analysis tool that is constituted by a set
of techniques that works the data for different purposes such as evidencing situations
that, at first glance, are not detected, such as patterns and models; that make it possible

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Botto-Tobar et al. (Eds.): ICAETT 2022, LNNS 619, pp. 221-235, 2023.
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to understand behaviors and predict future actions [8, 37]. Within the field of higher
education, information related to students, teachers, academic management [3, 33], and
other data resulting from the execution of additional processes such as extracurricular
activities, qualifications, and others are stored.

The objective of the article is to establish a predictive model that evaluates the aca-
demic risk of students of the online modality of a Technological Institute in Guayaquil,
Ecuador. For this purpose, the academic data of the participating sample was organized
and clarified, the CRISP-DM methodology was selected, and the Waikato Environment
for Knowledge Analysis (WEKA) program was aplied. The decision trees were generated
using classification algorithms and the results obtained were interpreted.

It should be noted that academic risk [7, 10, 15, 29] is a state of the student that occurs
at any time of the student’s trajectory, placing it in any of the conditions described
in Table 1. For that reason, data mining applied to higher education has significant
advantages, in the prediction of possible unfavorable scenarios. On the other hand, in
online higher education, there are many more possibilities to address such as evaluating
the management and interactivity of the teacher [1] in the permanent search to improve
educational quality.

Table 1. Conditions to be at academic risk

Conditions Works

Academic backwardness [11, 12, 42]

Poor academic performance [9, 18-20, 22, 23, 40]
Low academic achievement [14, 41]

Academic failure [7, 30]

2 Materials y Methods

In the framework of the development of this article, the information was the main key
from which the results emerged that, by themselves, did not constitute clear evidence of
any situation associated with academic risk for the group of participating students. In
this sense, the source of the information, the treatment given to the data, the applied data
mining methodology, the processing in the corresponding software, and the interpretation
of the results obtained are explained.

2.1 Database and Resources

The research was based on a higher education institution that offers the modality of
online studies in technological careers. To start in this new environment, they entered
into an inter-institutional agreement with the local government to grant scholarships to
a significant number of its citizens. The characteristics of those awarded were: having a
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high school degree belonging to priority groups or in a situation of vulnerability, residents
of the city, of low socioeconomic level, whose graduation qualification was high, who
is in the age range from 16 to 45 years old and who does not have a registered university
degree.

Table 2 shows the research population that corresponds to the 2400 students of
the 2020 academic period, who have the aforementioned characteristics. This group
was registered in the 17 technological careers offered by the institute. As part of the
general data of the careers, the Broad field of knowledge was located, which constitutes
the structure of the codification of professional titles and academic degrees. From this
aspect, the sample was selected using the non-probabilistic technique for convenience,
considering the broad Administration field, which registers the largest number of students
among all the careers that comprise it.

Table 2. Population distribution and sample used

Population Sample
Broad Field Technological careers | N° of students

2,400 students from the 2020 Management Human Talent 153

academic period of the online Management

study modality Foreign commerce 152
Sales 103
Accounting 181
Marketing 177
Management 181
Tourism Operations 76
Management

For this research study, the database of 1023 students was considered, according to the
sample described, with the characteristics reflected in Table 3. The demographic aspects
resulted from the initial registration made by the students to apply for the scholarship;
the selected subjects correspond to those that share all the careers in bimesters 2, 3, 4,
5, and 6, which were carried out during the year 2021; the grade records include the
general activities that are recorded in the corresponding software and the attendance
record includes the recurring states.
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Table 3. Characteristics of the students of the 2020 academic period, online modality

Characteristics Description Characteristics Description
Demographic Aspects | Name Transcripts for Forum
Career Bimonthly 2-6 First Project
Delivery
Gender Recovery 1
Marital status Participation
Age Second Project
Delivery
Disability Recovery 2
Sector Final exam
Parish Supplementary
Exam

Graduation grade

Final average

Quintile
Subjects considered Management Bimesters 2—-6 Present
for Bimester 2—6 Calculus 1 Attendance Record Late
Financial Accounting Absent

Statistics

Business Ethics

As atechnological resource it was used the data mining open source software WEKA
[28], based on the JAVA programming language. It supports different types of data format
which includes ARFF, CSV, and LibSVM. It consists of many algorithms that can be
applied to different data sets for promote future analysis. In it, the processing of the
information was carried out to generate the results corresponding to data mining and

due evaluation.

2.2 Methodology

The CRISP-DM methodology is a standardized methodology for the data mining process
[21] and knowledge discovery in databases [39]. This methodology, according to [38],

consists of six phases, and its application for this article is described below:
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Business or Problem Understanding Stage

The academic data that is generated in each academic period in the online modality does
not receive any treatment that allows showing situations of risk in this group of students.
By identifying this scenario, the present investigation was proposed to determine a
predictive classification model that allows recognizing if a student could be placed at
academic risk, from the perspective of performance, to detect it in time and solve the
situation opportunely. For this, the data mining classification technique was used and,
the ideal decision algorithms were validated, based on the data set collected from the
participating sample.

Data Understanding Stage

In this phase, the data was collected and filtered based on the characteristics of the
students, shown in Table 2, organizing 1023 records from 75 different fields. These fields
were standardized and stored in Microsoft Excel for their corresponding preparation.

Data Preparation Stage

Academic risk variables created in the database

To determine the academic risk, an edge called academic performance has been distin-
guished, and here, the variables Attendance [27, 35] and General Average have been
selected, to evaluate the condition of the students regarding the risk. With this foun-
dation, it is necessary to create a dependent variable, also known as a class variable,
which is of dichotomous nominal type (YES/NO). From it, the predictive classification
model is executed. The dependent variables for this study that directly affect academic
performance [35, 6, 13, 26, 34] and, therefore, affect academic risk, are the Attendance
class variable (RISK_ASSIST) and the General Average class variable (RISK_AVG).
Variables considered for the training data set in WEKA

To carry out the predictive model, each academic performance factor has independent
variables and a dependent variable. Table 4 details them, which were entered into the
WEKA program to consider the academic performance associated with the Attendance
factor. Under the institutional policy, students’ attendance must be a minimum of 80% of
the total subject, otherwise, they fail. Students receive 8 class sessions for each subject
in an academic period and it is considered that having 3 absences within the academic
period, they are at risk. Table 3 also reflects the dependent variable RISK_ASSIST and
its respective formula in the database.
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Table 4. Description of the variables considered for the class attendance factor

Variables

Meaning

Type

ADM_PRESENT
CALC_ PRESENT
ACCOUNT_ PRESENT
STA_ PRESENT
ETHICS_PRESENT

ADM LATE
CALC_LATE
ACCOUNT LATE
STA_LATE
ETHICS LATE

ADM_ABSENT
CALC_ABSENT
ACCOUNT ABSENT
STA ABSENT
ETHICS_ABSENT

RISK ASSIST
(Class variable)

The number of times the student attends
the Administration (ADM), Calculus
(CALC), Accounting (ACCOUNT),

Statistics (STA), and Ethics (ETHICS)
class.

The number of times the student
registered late in the Administration
(ADM), Calculus (CALC), Accounting
(ACCOUNT), Statistics (STA), and
Ethics (ETHICS) class.

The number of times the student does
not attend the Administration (ADM),
Calculus (CALC), Accounting
(ACCOUNT), Statistics (STA), and
Ethics (ETHICS) class.

Academic risk =YES.SET
(ADM_PRESENT<=5; "YES";
CALC PRESENT <=5; "YES";

ACCOUNT _PRESENT <=5; "YES";
STA PRESENT <=5; "YES";
ETHICS PRESENT <=5; "YES ";
ADM_PRESENT >=6; "NO";
CALC PRESENT >=6; "NO";
ACCOUNT_PRESENT >=6; "NO";
STA PRESENT >=6; "NO";
ETHICS PRESENT >=6; "NO")

Numeric

Numeric

Numeric

Nominal
dichotomous
(YES/NO)

Table 5 details the independent and dependent variables that were entered into the
WEKA program to consider the academic performance associated with the General
Average factor. Within the framework of the scholarship, the student must maintain 80
points in the general average, including all the subjects that she is taking. You are at
academic risk if your grade is below 80. Table 5 also reflects the dependent variable

RISK_AVG and its respective formula in the database.
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Table 5. Description of the variables considered for the general average factor

Variables Meaning Type
Career Educational program of the broad field of Nominal
Administration
Age Age at admission (2020) Numeric
Gender Student's gender Nominal (Male / Female)
Nominal (YES / NO)
Disability A disability that the student has
Nominal (Quintilel, Quintile2,
Quintile Distribution of students according to Quintile3, Quintile4,
monthly income QuintileS)
ADM_AVG Administration final average Numeric
CALC AVG Calculus final average Numeric
ACCOUNT_AV Accounting final average Numeric
G
Statistics final average Numeric
STA_AVG
Ethics final average Numeric
ETHICS_AVG
Academic risk =YES((AVERAGE Nominal
RISK_AVG (ADM_AVG; CALC_AVG; dichotomy
(Class variable) ACCOUNT_AVG; STA_AVG; (YES /NO)

ETHICS_AVG))>=80; "NO"; "YES")

Modeling Stage

Aspects considered for the test data set in WEKA

Two experiments were considered about the dependent variables, RISK_ASSIST and
RISK_AVG; considering before them, a selection of attributes, to then apply the
classification algorithm, this will reduce the work of processing irrelevant attributes.

In the process of selecting attributes within the WEKA application, evaluator algo-
rithms and search methods were applied. One of the evaluative algorithms used was
the CfsSubsetEval [4, 17] with the BestFirst search method [16] to select independent
variables that most closely affect the dependent variable. Another evaluator algorithm
that was used was the CorrelationAttributeEval [2] with the Ranker search method [40]
which allowed evaluating the value of a variable by determining the correlation with the
class variable.

Table 6 reflects the results after applying the evaluator algorithms and the search
methods concerning the variable RISK_ASSIST.
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Table 6. Results of the application of the evaluator algorithm for the selection of attributes of the

RISK_ASSIST variable

Attribute CfsSubsetEval CorrelationAttributeEval/Ranker
BestFirst Average Merit Average Rank
ADM_PRESENT 0% 0.373 £ 0.015 1+1.04
ADM_LATE 80% 0.073 £ 0.014 3+046
ADM_ABSENT 100% 0.375 £ 0.014 4.9+0.83
CALC_PRESENT 10% 0.237 £ 0.012 1£03
CALC_LATE 0% 0.137 £ 0.013 40
CALC_ABSENT 50% 0.236 + 0.011 94+0.3
ACCOUNT_ PRESENT 80% 0.366 + 0.008 4+092
ACCOUNT_LATE 10% 0.137 £ 0.013 +0
ACCOUNT_ABSENT 0% 0.353 + 0.008 61+0.8
STA_ PRESENT 100% 0.805 % 0.005 +0
STA_LATE 0% 0.02 £ 0.01 +0
STA_ABSENT 0% 0.582 £ 0.011 +0
ETHICS_ PRESENT 100% 0.689 £+ 0.01 +0
ETHICS_LATE 0% 0.197 £ 0.018 +0
ETHICS_ABSENT 0% 0.305 £+ 0.008 +0

Table 7 reflects the results after applying the evaluator algorithms and the search
methods concerning the variable RISK_AVG.

Table 7. Results of the application of the evaluator algorithm for the selection of attributes of the

variable RISK_AVG

Attribute CfsSubsetEval CorrelationAttributeEval/Ranker
BestFirst Average Merit Average Merit

Career 0% 0.053 £+ 0.005 +0

Age 0% 0.017 £ 0.001 8.4+049
Gender 0% 0.095 £ 0.01 +0

Disability 0% 0.013 £+ 0.007 9.3+0.9
Quintile 0% 0.013 £+ 0.003 9.3 +0.64
ADM_AVG 0% 0.446 + 0.015 +0
CALC_AVG 100% 0.524 +0.02 +0

(continued)
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Table 7. (continued)
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Attribute CfsSubsetEval CorrelationAttributeEval/Ranker
BestFirst Average Merit Average Merit
ACCOUNT_AVG 100% 0.582 +0.014 +0
STA_AVG 80% 0.865 + 0.008 1.9£03
ETHICS_AVG 100% 0.881 + 0.007 1.1£03

The classification algorithms [32] used to identify the causes of academic risk related
to performance were the J48 and Random Tree decision trees. The J48 algorithm [6]
shows the percentage of well-classified instances and those that are not correctly clas-
sified in the confusion matrix, and the precision detailed by the class variable. This
algorithm allows to discover of specific relationships between instances and attributes,
using the best attributes of the generated tree. The Random Tree classification algorithm
[18, 19] builds a tree that considers a random number of attributes and instances for each
node.

For the attribute selection process and application of classification algorithms, Evalu-
ation and Validation mode of models called Cross-Validation Folds [4] was applied, since
it provides an average precision per variable class based on K iterations that executes
with the data.

Evaluation Stage

According to Table 8, two measures have been used for the evaluation of the quality of
the classification, which is Area Under the Curve (ROC-AUC) [24] and Accuracy [25].
According to these measurements, the J48 and Random Tree algorithms provide a point
in the space under the curve ROC, as they are binary classifiers. The ROC analysis is the
ratio of true positives, and information retrieval, versus the ratio or proportion of false
positives. When is near to unity, the classifier behavior approaches the perfect classifier.
Regarding precision, the most accurate percentage of all the positives that have classified
the test is obtained.

Table 8. Evaluation of the quality of the applied algorithms

Algorithm RISK_ASSIST RISK_AVG

Accuracy ROC Area Accuracy ROC Area
J48 98,50% 0,952 98,50% 0,937
Random Tree 99,70% 0,992 97,30% 0,923
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Implementation Stage
The predictive model [22, 36] was generated by applying classification algorithms in
the WEKA program. Several tests were carried out, in such a way that two significant
algorithms were chosen. According to Table 8, the Random Tree algorithm was applied
to assess the academic risk to Attendance. Eight knowledge rules were generated with
the SI value (see Fig. 1), indicating that there is a risk of failing two or more subjects.
The interpretation of the generated knowledge rules that declare that there is aca-
demic risk, are explained below, using literals: A) If the value of ACCOUNT_ABSENT
< 1.5 & ETHICS_ABSENT >= 2, then if there is risk academic and 15 students
were located; B) If the value of ACCOUNT_ABSENT < 1.5 & ETHICS_ABSENT
< 2 & ETHICS_PRESENT < 6, then there is academic risk and 42 students were
located; C) If the value of ACCOUNT_ABSENT < 1.5 & ETHICS_ABSENT <
2 & ETHICS_PRESENT >= 6 & STA_PRESENT < 6, then if there is academic
risk and 52 were located students; D) If the value of ACCOUNT_ABSENT <
1.5 & ETHICS_ABSENT < 2 & ETHICS_PRESENT >= 6 & STA_PRESENT >=
6 & CALC_ABSENT >= 2.5, then if there is academic risk and 3 students were
located; E) If the value of ACCOUNT_ABSENT < 1.5 & ETHICS_ABSENT <
2 & ETHICS_PRESENT >= 6 & STA_PRESENT >= 6 & CALC_ABSENT <

N -
(

Fig. 1. Knowledge rules derived from the Random Tree algorithm for RISK_ASSIST
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2.5 & ADM_PRESENT < 5.5, then if there is academic risk and 4 students were
located; F) If the value of ACCOUNT_ABSENT < 1.5 & ETHICS_ABSENT < 2 &
ETHICS_PRESENT >= 6 & STA_PRESENT >= 6 & CALC_ABSENT < 2.5 &
ADM_PRESENT >= 5.5 & ACCOUNT_PRESENT < 6, then if there is academic
risk and 1 student was located; G) If the value of ACCOUNT_ABSENT >= 1.5 &
ADM_PRESENT >= 0.5, then if there is academic risk and 11 students were located
and, H) If the value of ACCOUNT_ABSENT >= 1.5 & ADM_ABSENT < 0.5 &
ACCOUNT_PRESENT < 4.5, then if there is academic risk and 8 students were located.

The J48 algorithm was applied to evaluate the academic risk to the general average
of the subjects. There are a total of three knowledge rules with the SI value (see Fig. 2),
indicating that there is a risk of failing one or more subjects. The interpretation of the
generated knowledge rules that declare that there is an academic risk is explained below,
using literal: A) If the value of ETHICS_AVG <= 50, then if there is academic risk and
67 were located students; B) If the value of ETHICS_AVG > 50 & ADM_AVG <=
71 & CALC_AVG <= 70, then if there is academic risk and 6 students were located and,
C) If the ETHICS_AVG > 50 & ADM_AVG <=71 & CALC_AVG > 70 & STA_AVG
<=175, then if there is academic risk and 3 students were located.

>50

<=71

>70

<=70

B Ve

<=75

Sl (6.0)

Fig. 2. Knowledge rules derived from the J48 decision tree for RISK_AVG
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3 Results

For both variables, evaluator algorithms and search methods were executed to identify
the most influential predictive attributes to generate higher precision decision trees.
In the case of the Attendance variable (RISK_ASSIST), the attributes referring to the
Attend record had a better rating, except for the Administration subject. In the case of
the General Average variable (RISK_AVGQG), the best-valued attributes were the final
averages of each subject.

For the Assistance variable (RISK_ASSIST), the Random Tree algorithm was
applied, obtaining an excellent percentage in its precision and quality margin, according
to the evaluation shown in Table 8. The quality of this algorithm is also reflected in the
data set. Evaluated in the research carried out by [19, 31], where their results were the
best. When generating it, it broke down ten rules that consider the existence or not of
academic risk, evaluating the presence or absence of students in the selected subjects.

The results show that even though students record absences less than 2 or 1.5, and
their presence in some subjects is greater than 6 or 5.5, they are at academic risk. On the
other hand, if their absence in at least one subject is greater than 2, they would also be
at academic risk.

For the General Average variable (RISK_AVG) the J48 algorithm was applied, whose
precision percentage and quality margin were higher, according to the evaluation shown
in Table 8; the quality and realism offered by this algorithm have been evaluated and
demonstrated through studies carried out by [6, 18, 20]. In this case, five easy-to-interpret
rules were obtained that consider a minimum average of 80 to avoid being placed in low
performance, which leads to academic risk. The results consider that if the average is
below 50, 70, 71, or 75, in two or more subjects, it is an academic risk. In another
position, the fact that some subject obtains averages higher than 70, does not guarantee
that it is not placed at academic risk.

4 Conclusions

Broadly speaking, data mining is a versatile tool that can address various aspects of
the operation of higher education institutions, where large volumes of information are
generated or integrated. Professional training activities have a high social impact because
they deal with people and their future development, which they contribute to society. With
this base, making better decisions, and using technological models that allow predicting
future scenarios, is a success that contributes to the improvement of the service of this
type of organization.

From the research, it is recognized the importance of ordering and clarifying the data
before processing it in the selected data mining software. In the same order, verifying
the precision and quality of the algorithms that are used makes a difference between the
rules of behavior that are accepted, because, from them, possible changes and actions
will be made in the aspects that have been evaluated.

In this case, it was shown that attendance records have a greater influence on academic
performance and risk, so students should maintain a record higher than 5.5 to avoid it.
Regarding the averages, all must stay above 71 to avoid academic risk; however, at least
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one subject with an average greater than 50 is accepted. In relation, using a predictive
model that focuses on academic performance allows observing the students who continue
in the various technological careers, to alert them promptly and prevent them from being
at academic risk, which suggests other associated problems.

On this basis, it would be interesting to identify and evaluate the data recorded by
the online study modality of the technological institute, within the framework of the
characteristics of its student community, to generate new research where it is integrated
into the whole, the behavior is observed of other subjects, the interactivity of the teacher
and the student is considered in response to the asynchronous and synchronous activities
that are offered, among other aspects.

With a technical approach, attribute evaluator algorithms and search methods can
be used to find features closely related to the class variable that positively affect the
success of a search. Consequently, it is suggested to carry out predictive models with
data mining using unsupervised algorithms.
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